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INTRODUCTION

Convolutional Neural Networks (CNN) is one of the best Deep Learning algorithms
commonly used for computer vision tasks, including medical image analysis.

CNN can learn the representational features from images starting from the lower to complex
features. However, noisy data can affect the generalization of the networks, which is often
found in medical images, such as Magnetic Resonance Imaging (MRI).

In this research, we want to see the relation between noisy and blurry data and the
performance of CNN models

METHODS

We investigate a clinical task of brain image classification, specifically for
anatomical classification of the brain using MRI. For this classification
task, we classify the brain into Class A: Upper part of the brain, Class B :
Middle part of the brain, and Class C: Lower part of the brain.

We build three CNN models to evaluate three different scenarios:
original data, blurry data, noisy data.

Figure 1. Anatomical 
categorization of the brain

CONCLUSION

• Noisy and blurry data can hurt the CNN performance by 16.00% and 47.67%,
respectively, on average.

• CNN Models with deeper layers and smaller convolutional kernels that are trained
on an ideal epoch can deliver better outcome when dealing with blurry and noisy
data.

RESULTS

Figure 2 . Three scenarios on data input

Figure 3. Accuracy of the CNN  models 
on original data

Figure 4. Accuracy of the CNN  models on 
blurry data
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• Figure 3 shows that the developed CNN 1 is more powerful in identifying original data, however the accuracy
difference between each CNN model is not significant.

• Figure 4 and Figure 5 shows that the accuracy of CNN 1 falls drastically when evaluating blurry and noisy data.
Meanwhile CNN 2 shows better performance in classifying blurry data, but performs not good on noisy data.

• On average, CNN 3 shows superior performance than the other models in the classification task using noisy and blurry
data.

Figure 5. Accuracy of the CNN  models on 
noisy data
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